The speech of structural patterns
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Many cheminformatic methods extensively utilize structural fingerprints, and often treat their individual bits (and thus whatever structural features the bits represent) as fully independent variables. However, some structural features are interdependent, either explicitly due to structural overlap between the patterns, or implicitly due to positive or negative interactions between structurally unrelated features within a given set of structures. Therefore, a quantitative feature interdependence analysis could yield information useful for interpreting the results of fingerprint-based methods and for their further improvement.
This poster presents a method to quantify feature interrelations for arbitrary sets of compounds, and demonstrates its use by exploratory analysis of four well-known chemical databases: DrugBank, ChEMBL, PubChem and ZINC. The method is based on pointwise mutual information, a concept from general information theory that is often used in the field of computational linguistics to quantify word interrelations.
